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ABSTRACT: One of the major challenges in the design and development of Reconfigurable computing systems is that 

the conventional system designers are not familiar with the complexities of the modifications required in the 
conventional operating systems to control these reprogrammable hardware based system. One of the possible solutions 

is to provide standardized interfaces that are supported by the underlying operating system. In this paper, a historical 

view of the development of reconfigurable computing systems and the support provided by the operating systems is 

presented.  This article summarizes the common pattern observed in these systems and also suggests the future 

direction of research in the design of reconfigurable computing systems in future. 

 

KEYWORDS: Reconfigurable Computing, Operating Systems, Reprogrammable hardware, FPGAs.  

 

I. INTRODUCTION 

 

With the ever increasing  volume of data  processing in every application, there is a growing demand for computing 

power in every application domain. Most of the real world applications require their tasks to be executed with 
minimum  possible delay and it is not possible for computing systems with general purpose CPUs to meet this 

requirement.  As a result, computing systems with Field Programmable Gate Arrays (FPGAs) and Graphical Processing 

Units (GPUs) as accelerators have received great attention [1]-[2]. 

 

FPGAs are made up of a number of programmable blocks called  Configurable Logic Blocks (CLBs) complemented 

with a number of  specialized functional  blocks , such as complex arithmetic and DSP blocks and transceivers. This 

makes the FPGAs suitable for any digital application. Since most of the logic  blocks  operate in parallel there is an 

increased  speedup for many applications. Some of the recent works on Reconfigurable computer architectures are 

given in [3]-[8].  

The current FPGA systems lack standard abstraction layers and this limits the interaction with the operating systems. 

Hence a reconfigurable computing system with FPGAs as accelerators needs an an Operating system (OS) which 
adopts a modular FPGA development flow and  allows each system component to be changed and can interact with 

well defined  hardware and software layers. Also to maximise the utilisation, the OS should employ resource-elastic 

scheduling. 

 

This survey paper has been organized with four sections; Section 2 gives a brief introduction to Reconfigurable 

computing for the benefit of beginners along with references. Section 3 discusses the challenges in the design of 

reconfigurable computing systems. Section 4 briefly presents the research work carried out in this domain for the past 

few decades which are published in the literature. Section 5 gives a conclusion and future directions. 

 

II. RECONFIGURABLE COMPUTING 

 

 Reconfigurable computing systems allow a customizable computing architectures but  faces a number of design 
challenges. Some of the Industry sponsored initiatives are given in [9-11]. Developing a software for a particular 

application is much faster than hardware design because the hardware synthesis is time consuming and needs more 

time when the process is iterative.Standardization of hardware interfaces and high level synthesis can overcome this 

design time issue [12]. Another approach is to provide standardized interfaces at the operating system level which can 

provide a unified view not only for the developers but also for the users [13].  The FPGAs could be deployed in a 

number of applications, mainly because of the integration of reconfigurable devices with operating systems.   

 

Design challenges:  An operating system should make the hardware transparent and provide a well definedinterface  to 
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the programmer [14]. Abstraction and resource management are the two important tasks of an OS. 

 

Abstraction: An operating system’s most elementary abstraction is a process [13]. The thread  allows the tasks to run 

in parallel on the underlying  hardware.  Communication channels exist between processes and threads to coordinate 

their execution. 

 

Resource management: Another important task of the OS is Resource Management. The available resources such as 
processors, internal and external memories, and other peripheral devices have to be shared by the processes and threads 

and hence they have to be managed and controlled by the OS.The FPGAs are presented to the OS as processors, 

memories or i/o devices in order to provide the integration. One of the first papers to present these concepts is [15]. The 

FPGAs can be used as accelerators or as parallel processing elements or as an additional independent processing 

element with its own tasks also. Partitioning, application loading, memory management and scheduling are some of the 

key services of an OS to support the Reconfigurable computing systems. Some of these services are briefly presented 

below along with adequate references; 

 

FPGA Partitioning: FPGAs consist of hundreds of programmable elements (CLBs), dedicated functional elements 

such as DSPs and block RAMs and a set of  routing resources to connect them in any desired manner.Several CLBs 

along with routing resources form a reconfigurable module known as an island [18]. Grouping FPGA resources as 
islands, one dimensional slots (1D slots) and two dimensional grids (2D grids) are presented in [16 -25]. 

 

Application Loading/Abstraction.FPGAs are used as accelerators to improve the computational performance of the 

systems. They are treated like any other hardware  with their own device device drivers. The reconfigurable modules 

can be defined by means of standard interfaces and libraries as given in HybridOS (2007) [26] and LEAP (2011) [27, 

28]. Based on how the reconfigurable module interacts with the CPUs they are defined as hardware application or 

hardware task or hardware process  (BORPH (2007) [19]). 

 

Placement and Scheduling:  In any computational  system, the OS schedules the execution of software tasks. The OS 

preempts a running task when higher priority tasks need to be executed. In reconfigurable computing, the placement of 

modules in reconfigurable areas is scheduled by the OS. For island based architectures, based on the size of the module 

the reconfigurable areas are identified and scheduled. For slots/grids based architecture the hardware resource 
requirements vary based on each hardware application. These architectures are presented in [29 -34]. Like software 

processes, the hardware applications can also be implemented in single tasking, multitasking with cooperative or 

preemptive scheduling.  As context switching is difficult to implement, most of the implementations prefer single-task 

approach. Various implementation approaches have presented in [35 - 41].  

 

III. LITERATURE REVIEW AND SURVEY 

 

In the past three decades a number of research articles have been published reporting the ideas and implementations of 

framework and OS extensions in RC domain.  They can be grouped into initial design ideas and standardized interface 

design and OS implementations as given in [13]. We have also reviewed those publications in the same categories and 

have briefly presented them in the following pages. 

 

3.1.  Initial Designs and Standardized interfaces; 

A number of OS design issues have been published in the late 90s.  Brebner (1996) presented a prototype OS for Xilinx 

FPGA XC6200 [15]. In this paper he has presented FPGA as an additional Virtual hardware, using smaller FPGA 

hardware and discussed the issues involved in such a design. The reconfigurable areas  are controlled by the OS and are 

named as Swappable Logic Unit (SLU). 

 

Compton et al.(2000) [22, 42] proposed the ideas to partition FPGAs into 2D grids with relocation and configuration 

defragmentations to reduce the reconfiguration overheads and also different scheduling approaches. These techniques 

reduced the configuration overheads  by a factor of 8 to 12 compared to the traditional configuration methods.  

 

Diesseler al.published several  articles on operating system design issues  for managing the reconfigurable hardware 
[16, 17, 23, 43, 44]. In these articles, the FPGA design tasks such as Design capture, partitioning, placement, routing, 

swapping and scheduling have been briefly presented. Reconfigurable models for multi tasking FPGAs and the 

operating functions needed such as task sizing, task placement, location independence, swapping, caching and pre-

loading of tasks have been discussed.  
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3.2. API Frameworks for FPGAs 

In literature a number of research articles which present the hardware modules with well defined standard interfaces 

and APIs for the convenience of the software developers have been published. Some of them have been presented in 

the following pages. 

 

3.2.1. HybridOS (2007).  In this work, a prototype reconfigurable computing system with Power PC as CPU 

embedded in and FPGA has been developed with Linux OS[26]. A prototype  hybrid processor / FPGA accelerator 
execution model has been presented. Two alternative models namely direct access model and indirect access models  

have been presented [45].Three  standard desktop applications namely, compression, audio processing and JPEG 

compression have been implemented and tested and better performance has been reported. 

 

3.2.2. LEAP (2011). Latency-insensitive Environment for Application Programming (LEAP) provides abstraction for 

FPGAs, I/Os and memory devices [27, 28]. It provides compilation infrastructure with memory and communication 

facilities and separates computation and communication facilities to make the model  insensitive to  latencies [46]. 

 

3.2.3. RIFFA (2012). Reusable Integration Framework For FPGA Accelerators (RIFFA) uses  reusable modules with 

well defined interfaces for both the hardware and software. It is reported that this work was carried out at University of 

California (USA). [47 - 48]. RIFFA provides standardized API for the hardware application and software modules with 
good communication interfaces and synchronization of application APIs  between the reconfigurable modules  and 

software modules.  

 

3.3. Operating System for RCS:In the past three or four decades a number of leading world Universities and research 

laboratories have done extensive research and published  their work on  operating system extensions  for designing 

reconfigurable hardware based systems. They are presented in this section with a short summary and references. Most 

of them are real implementations and completely control both the hardware modules and software tasks.  

 

3.3.1. OS4RS (2003). This research was done by Mignolet et al. [36] and Nollet et al. [49] at  KU Leuven (Belgium). 

This research has used an existing real time operating system RTAI and extended it to implement the run time task 

management. It has divided the reconfigurable architecture into a number of islands and  dynamically scheduled tasks 

to a CPU or a reconfigurable island. The run time management tasks such as 2- level scheduler, uniform 
communication scheme, and task relocation have been implemented. 

 

3.3.2. HThreads (2005). The hybrid thread programming model  has been presented in [50 - 53] by the researchers at 

the University of Kansas. It presents a hybrid thread programming model using a multi threaded RTOS kernel. This 

design allows the programs written in to to be compiled to  a hardware thread. The operating system provides a 

standardised interface for accessing hardware applications. The hardware provides static threads and does not use 

partial reconfiguration mode. Memory mapped registers are used for communication. In this research systems 

management is identified as the major task and scheduling and hardware synchronization have also been implemented. 

The scheduling algorithms such as round robin, preemptive priority, and FIFP have been implemented in this OS [52].  

 

3.3.3. BORPH (2007). BORPH was developed and presented as a dissertation [19] at University of California at 
Berkeley (USA). In this work an entire FPGA is considered as an  island. 

Like other research works, BORPH was built as an extension of Linux OS and the process models,  memory and file 

handling concepts are similar to that of UNIX processes. A new file format for application loading is implemented 

(BOF: BORPH object file).  The OS decides whether a task should be executed by CPU or FPGA. There is no 

provision to preempt or swap a hardware task which is under execution. OS system calls are used for hardware and 

software communication  

 

3.3.4. ReconOS (2007).  The first version of the was built on the widely used Real time operating system eCos [54, 

55].  The next version was developed based on the Linux operating system.  In ReconOS also the FPGA resources are 

used as island to implement various hardware tasks. The CPU and the reconfigurable islands are interconnected via a 

bus. Another version of ReconOS has used the reconfigurable resources as 2 dimensional grids [35].  In the operating 

system a delegate software thread is assigned to each hardware thread. In a recent publication [56], it is reported that 
ReconOS implements a preemptive multitasking scheduling mechanism. S. The OS has been evaluated [55] using a 

Image and video processing application  
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3.3.5. CAP-OS (2010). In this research work, a Multiprocessor System-on-Chip (SoC) is used  for task mapping, run-

time scheduling, and resource management [57 – 61]. It uses the reconfigurable resources as islands with 

interconnecting NoC and designed for real time applications. The scheduling algorithm has been designed to meet the 

demand os the time sensitive applications. The hardware tasks are not preemptive. The  hardware modules and software 

routines are managed by the SoC. The system has been designed to run a  task either in conventional CPU or in FPGA. 

 

3.3.6. R3TOS (2010). R3TOS is developed for real time tasks with  reliability as the main focus and the details are 
presented in [62, 63] The tasks are defined  using parallel software programming syntax and  some of the tasks are 

designed to be executed in reconfigurable  hardware. The reconfigurable resources are treated as two dimensional grid 

architecture for interconnection and communication purposes. Defective hardware regions are eliminated by 

rearranging the reconfigurable modules. It uses a non preemptive EDF scheduling policy to schedule the hardware 

tasks. The JPEG-compression application is used to evaluate the operating system. 

 

3.3.7. FUSE (2011). Front-end USEr framework (FUSE) has presented an API conforming to the Portable Operating 

System Interface (POSIX) standard and has been integrated with PetaLinux [53]. An island style architecture is 

followed and the islands are connected to the system bus. In this work, a framework has been developed to provide the 

abstraction of hardware tasks. For each reconfigurable island a loadable software kernel module with well defined 

interfaces is provided  for smooth handling of tasks. JPEGcompression, encryption  and image processing applications 
have been used to evaluate the implementation. 

 

3.3.8. SPREAD (2012). SPREAD uses the reconfigurable modules as a collection of islands with well defined  

standard interfaces  [41, 65]. The system is designed for streaming applications with a well-defined interface for  

control and communication. PThreads model is used with software threads for scheduling the hardware tasks by the 

operating system. It allows hardware context switching and during run time allows a thread to switch between its 

hardware  and software implementations. Cryptographic algorithms  were used  to evaluate the implementation and 

compared with  BORPH,FUSE and  ReconOS. 

 

3.3.9. RTSM (2015). Run-Time System Manager (RTSM) employs the scheduling algorithms to select either a 

hardware module or a software version of the hardware module to execute a task.[37]. The tasks which are to be 

implemented in hardware are designed and stored as a configuration bit stream. In RTSM the size of the  reconfigurable 
modules are different in size are connected to the system bus. RTSM employs context switching techniques to relocate  

hardware tasks among the reconfigurable areas.  It was tested using an edge detection algorithm implementation 

 

3.4. Discussion. The presented systems use island style  architecture or treat the reconfigurable modules arranged as   

two dimensional grids The hardware applications are interconnected either through bus architecture or as Network on 

Chip  or system bus structure. A  P2P connection scheme is used in BORPH since it uses each FPGA as a separate 

island.  RTSM  uses a bus for controlling the hardware but also provides communication channels for streaming 

applications.  

 

Except  BORPH,all other implementations use  POSIX thread  for abstraction  and fora task abstraction for time 

sensitive applications (eg..OS4RS).  For hardware tasks, BORPH uses process abstraction model.  SPREAD, RTSM, 
and ReconOS implemented Preemptive multitasking .Cooperative multitasking is considered in OS4RS  

 

In most of the publications, the resource management task has been  discussed theoretically and experimentally by 

simulation since there are limitations in partitioning, exchanging or preempting the resources in island style 

architecture. .  

 

There seems to be no standardized benchmarking available to test and compare the Reconfigurable Computing systems 

except for image processing , cryptography and data compression applications. 

Data security is another important area where the security issues were not discussed in detail.  

For faster development and portability of applications, standardization is an important  issue which should be addressed 

by the industry. 

 

IV. CONCLUSION 

 

In this work, a survey on the operating system tasks required to support the reconfigurable systems has been presented. 

The discussion gives the common patterns identified in these presentations. In most of the presentations, the hardware 
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task abstractions are implemented as   POSIX Thread-based models ;The operating system assigns a delegate software 

thread for each hardware thread.  The recent publications explore preemptive multitasking based scheduling for the 

hardware tasks. Benchmarks are available for image processing , cryptography and data compression applications. 

Dynamic partial reconfiguration and security aspects such as configuration and data security are the new research areas 

which can extend the scope of reconfigurable computing systems in future. 
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